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General context

Digital technology influences how we live, and how we 
interact with each others, how we learn, create, or recover. 

From workspace to personal life 

From individual to society, nation



Digitisation and ubiquity



Advances in data science



Current model



delegation

Alexa interface by Amazon



competition

Lee Sedol playing against Alpha 
Go by Deepmind



Questioning

Increasing “delegation” of tasks to digital technology 

Learning technologies “competing” with humans in complex tasks 

Technologies “influencing” behaviour and body perception 

Technologies “assisting” creativity and artistic practices



Background



IRCAM Centre Pompidou 
STMS Ircam-CNRS-UPMC

{Sound Music Movement} Interaction

Frédéric Bevilacqua, Riccardo Borghesi, Diemo Schwarz, Baptiste Caramiaux, 
Benjamin Matuszewski, Jean-Philippe Lambert, Hugo Scurto, Pavlos Antoniadis, 

Bavo Van Kerrebroeck 

http://ismm.ircam.fr 

http://ismm.ircam.fr


Movement-Sound Interaction

sound
music

mediated by machines/algorithms

embodied 
interaction

interaction 
action-perception loop



Tangible Interfaces for Music



MO – Modular Musical Objects

1st prize at the 2011 Margaret Guthman Musical Instrument Competition 

International Design Biennial, St-Etienne 2010 

Talk to Me, MoMA – NY 2011 

Award “Societal Impact” from the French National Research Agency 



Collaborative Instrument
Coloop - NoDesign-Ircam)

Concert with Audience Participation
Chloé X Ircam (2015)

Pedagogical Workshop
Philharmonie / Orchestre national des pays de la Loire

Public Installation
Collective Loops (ENSAD-Ircam)



Collaborative Interactions



Urban Musical Game – Festival Futur en Seine 
IRCAM, NoDesign, Phonotonic,  Andrea Cera 2011

motion sensor 

and wireless 

transmitter  

wirelessmotion data receiver



Learning



Interacting through “movement qualities”

Fdili Alaoui, S., Bevilacqua, F., Bermudez, B. et Jacquemin, C. (2013).  
Dance interaction with physical model visualization based on movement qualities.  

International Journal of Arts and Technology,

 



Rehabilitation with auditory feedback

Collaboration Ircam & ISIR-UPMC  
& Pitié-Salpêtrière(LABEX SMART)

Sensori-motor learning

http://www.smart-labex.fr/ISMES.html

http://www.smart-labex.fr/ISMES.html


CoMo http://como.ircam.fr

Gesture and Movement Design
Participatory Design for Movement Learning

Application à danser - Orbe.mobi

http://como.ircam.fr


Embodied Navigation of Complex Piano Notation 
 Pavlos Antoniadis (PhD)

Sensor-based environment for the processing of 
complex piano notation through physical movement



Co-exploration

Feedback

Pe
rc

ep
tio

n

Learning

Param
eters

PhD Work Hugo Scurto



VST Co-Exploration

Humans and Interactive Reinforcement Learning Agents 
build collaborative paths in sonic exploration

Interactive Reinforcement Learning 
for Human Feedback-Driven Exploration

PhD Work Hugo Scurto



Interacting with Learning Systems

Intentions, expressions,  
actions, etc…

Feedback, interpretation,  
guiding, etc… Learning

Build learning systems to enhance 
and support skill acquisition and 
artistic practice. 

Study interaction phenomena in this 
context and their impacts.

LRI (CNRS, University Paris-Sud) & Ex)Situ (Inria)



Movement-based interaction in music 
performance

Active Learning for Supporting Movement-based 
Creative Interaction 

Master-level internship 2018 
 
Research team: ExSitu - Inria, Saclay 
Lab: Laboratoire de Recherche en Informatique, Bât. 650, campus Université Paris-Sud 
Advisor: Baptiste Caramiaux (baptiste.caramiaux@lri.fr)  
Keywords: interactive machine learning, movement, creative design 
 
 

   
 

Creative design workshops on movement-based sonic interaction design (Form Follows Sound [1]). 
 
Context 
In a creative context, such as music, dance, drawing or making, body movements are a primary means 
for humans to explore and interact with their environment. By doing and practicing, movements get 
refined, smoother, more precise, and more task-oriented. Such embodied approach to exploration and 
skill acquisition remains very challenging in technology-mediated environment. In such context, a 
machine should be able to characterize the movements performed by a user, and render appropriate 
feedback accordingly. To be achieved, one has thus to design methods that provide the machine with 
the capacity to understand user-specific, non-task-oriented movements. This task is challenging 
because such movements are user-specific and highly variable due to voluntary exploration, 
expressivity and skill acquisition [2]. One promising approach is to bring the human-in-the-loop: the 
machine is trained by the user demonstrating specific movement examples or exploration strategies that 
the machine can use to build movement models.  
 
Description of the internship 
In a creative context, several approaches have been proposed to design systems able to recognize 
gestures demonstrated by the user. These approaches allow the user to build complex gesture-based 
interaction designs from demonstration instead of explicit programming [3, 4]. The workflow is usually 
iterative: the user demonstrates gestures that the system must recognise, then the user tries out its 
recognition capabilities with new gestural inputs, then returns to the training phase in order to change 
certain gestures or the algorithm parameters. This interactive machine learning methodology asks the 
user to iterate, which means to return to different phases in the learning process. Here we are 
investigating if we could prevent the user from going back-and-forth within the workflow. In the context 
of this internship, we are looking at active learning methods [6]. These methods have the capacity to 
learn incrementally through small amount of data. Such methods have been used in situations where a 
human is asked to put labels on a small amount of data (for instance rank webpages) and then the 
system is able to transfer this information to a larger amount of data (ranking webpages without rank). 
We would like to apply them in the context of movement-based creative interaction.  
 
The general objective of the internship is to investigate the behaviour of classical active learning 
techniques when they are trained by users incrementally through movement demonstrations. We want 
to understand their pros and cons, and, importantly, examine the understanding that the user has of 
these learning methods. The specific aims are:  

(1) Assess the extent to which algorithms learn with the incremental data provided, 

Sonic Interaction Design workshops
Artistic performance  

(Cropus Nil by Marco Donnarumma)



MIM Project

Understanding skill acquisition in music 
performance.  

On of the main results: 

Multifaceted individual-specific structure of 
motor variability 

Details: http://mim.ircam.fr

http://mim.ircam.fr/


Designing technology for dance movement 
learning

PhD Work Jean-Philippe Rivière



Co-learning in interactive systems

PhD Work Téo Sanchez

Action - Perception loop

Queries

Active 
Learning

Active Learning for Supporting Movement-based 
Creative Interaction 
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Research team: ExSitu - Inria, Saclay 
Lab: Laboratoire de Recherche en Informatique, Bât. 650, campus Université Paris-Sud 
Advisor: Baptiste Caramiaux (baptiste.caramiaux@lri.fr)  
Keywords: interactive machine learning, movement, creative design 
 
 

   
 

Creative design workshops on movement-based sonic interaction design (Form Follows Sound [1]). 
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In a creative context, such as music, dance, drawing or making, body movements are a primary means 
for humans to explore and interact with their environment. By doing and practicing, movements get 
refined, smoother, more precise, and more task-oriented. Such embodied approach to exploration and 
skill acquisition remains very challenging in technology-mediated environment. In such context, a 
machine should be able to characterize the movements performed by a user, and render appropriate 
feedback accordingly. To be achieved, one has thus to design methods that provide the machine with 
the capacity to understand user-specific, non-task-oriented movements. This task is challenging 
because such movements are user-specific and highly variable due to voluntary exploration, 
expressivity and skill acquisition [2]. One promising approach is to bring the human-in-the-loop: the 
machine is trained by the user demonstrating specific movement examples or exploration strategies that 
the machine can use to build movement models.  
 
Description of the internship 
In a creative context, several approaches have been proposed to design systems able to recognize 
gestures demonstrated by the user. These approaches allow the user to build complex gesture-based 
interaction designs from demonstration instead of explicit programming [3, 4]. The workflow is usually 
iterative: the user demonstrates gestures that the system must recognise, then the user tries out its 
recognition capabilities with new gestural inputs, then returns to the training phase in order to change 
certain gestures or the algorithm parameters. This interactive machine learning methodology asks the 
user to iterate, which means to return to different phases in the learning process. Here we are 
investigating if we could prevent the user from going back-and-forth within the workflow. In the context 
of this internship, we are looking at active learning methods [6]. These methods have the capacity to 
learn incrementally through small amount of data. Such methods have been used in situations where a 
human is asked to put labels on a small amount of data (for instance rank webpages) and then the 
system is able to transfer this information to a larger amount of data (ranking webpages without rank). 
We would like to apply them in the context of movement-based creative interaction.  
 
The general objective of the internship is to investigate the behaviour of classical active learning 
techniques when they are trained by users incrementally through movement demonstrations. We want 
to understand their pros and cons, and, importantly, examine the understanding that the user has of 
these learning methods. The specific aims are:  

(1) Assess the extent to which algorithms learn with the incremental data provided, 

Answers



Artist-AI Interaction
INTACT Project (CNRS PEPS)

“Hello world” album , Flow-Machines



Workshop
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Monday, July 9 - AM

Creating Human-Computer Partnerships
Wendy Mackay 
Michel Beaudouin-Lafon

Designing Personalized User Interfaces as  
a Human-Computer Partnership
Joanna McGrenere 

10:30 - 11:00

11:00 - 11:30

11:30 - 11:45

11:45 - 13:00

Coffee break

Discussions
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Monday, July 9 - PM
Robot Learning from few Demonstrations by Exploiting the 
Structure and Geometry of Data
Sylvain Calinon

Designing Interactive Auditory Feedback by 
Demonstration
Jules Françoise

14:30 - 15:00

15:00 - 15:30

16:00 - 16:15

16:15 - 17:30

Coffee break

Discussions

Interactive Machine Learning for Embodied Interaction
Marco Gillies

15:30 - 16:00



HAMAC

HCI Concepts 
Beyond human-in-the-loop 

Beyond “average" users

Computational Models 
Learning by demonstration 

Interactive Machine Learning 
Human-Centred Machine Learning 

Artistic practices 
Choreography 

AI in arts

Body and Technology 
Body control and language 

Body perception 



Tuesday, July 10 - AM

Designing for Movement in Dance and 
Choreography

Sarah Fdili Alaoui

Intelligent Machines that Learn: What Do They 
Know? Do They Know Things?? Let’s Find Out!
Memo Akten

10:00 - 10:30

10:30 - 11:00

11:00 - 11:15

11:15 - 12:30

Coffee break

Discussions

12:30 - 14:00 Lunch



HAMAC

HCI Concepts 
Beyond human-in-the-loop 

Beyond “average" users

Computational Models 
Learning by demonstration 

Interactive Machine Learning 
Human-Centred Machine Learning 

Artistic practices 
Choreography 

AI in arts

Body and Technology 
Body control and language 

Body perception 



Tuesday, July 10 - PM

Movement-Based Control of Upper Limb Prostheses: 
Towards the Decoding of Body Language

Nathanaël Jarrassé

The Affective Multisensorial Body in a 
Technology-Mediated World
Nadia Bianchi-Berthouze  
Ana Tajadura-Jimenez

14:00 - 14:30

14:30 - 15:30

15:30 - 15:45

15:45 - 17:00

Coffee break

Discussions




